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Abstract. THETA is a model checking framework based on abstraction
refinement algorithms. In SV-COMP 2022, we introduce: 1) reasoning at
the source-level via a direct translation from C programs; 2) support for
concurrent programs with interleaving semantics; 3) mitigation for non-
progressing refinement loops; 4) support for SMT-LIB-compliant solvers.
We combine all of the aforementioned techniques into a portfolio with
dynamic algorithm selection.

1 Verification Approach and Software Architecture

THETA [10] is a generic and configurable model checking framework written in
Java 11. A simplified version of the architecture (focusing on software verification
aspects) can be seen in Figure 1.
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Fig. 1. Architecture of THETA.

The input is a C program that is first translated to extended control-flow
automata (XCFA). Previously, THETA used LLVM [3], which had various advan-
tages, but its static single assignment (SSA) form proved overall disadvantageous
for abstraction-based algorithms. This year we use a new, direct translation (no
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intermediate language and SSA form) via an ANTLR parser. Furthermore, the
CFA being “extended” refers to the fact that since this year we support con-
current programs by an analysis with interleaving semantics. After parsing we
apply various passes to the XCFA (e.g., large-block encoding or partial order re-
duction). The core of THETA is a CEGAR-based analysis framework, targeting
reachability properties via predicate and explicit analyses [8], along with inter-
polation and Newton-based refinements [7]. This year, THETA added generic
support for SMT solvers (including interpolation) via the SMT-LIB interface.
At SV-COMP’22 we use CVC4 [4], MATHSAT [6], and Z3 [9], where the latter
is used via the Java API from before. Finally, a verdict (safe, unsafe, unknown)
and a witness is produced corresponding to the C program (using metadata from
the translation).
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Fig. 2. Overview of the dynamic portfolio of THETA.

Verification portfolio. Based on preliminary experiments and domain knowl-
edge, we manually constructed a dynamic algorithm selection portfolio [1] for
SV-COMP’22, illustrated by Figure 2. Rounded white boxes correspond to deci-
sion points. We start by branching on the arithmetic (floats, bitvectors, integers).
Under integers, there are further decision points based on the cyclomatic com-
plexity and the number of havocs and variables. Grey boxes represent configura-
tions, defining the solver/domain/refinement in this order. Lighter and darker
grey represents explicit and predicate domains respectively. Internal timeouts
are written below the boxes. An unspecified timeout means that the configura-
tion can use all the remaining time. The solver can be CVC4 (C) [4], MATHSAT
(M), MATHSAT with floats (Mf) [6] or Z3 (Z) [9]. Abstract domains are explicit
values (E), explicit values with all variables tracked (EA), Cartesian predicate
abstraction (PC) or Boolean predicate abstraction (PB) [8]. Finally, refinement
can be Newton with weakest preconditions (N) [7], sequence interpolation (S) or
backward binary interpolation (B) [8]. Arrows marked with a question mark (?)
indicate an inconclusive result, that can happen due to timeouts or unknown re-
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sults. Furthermore, this year’s portfolio also includes a novel dynamic (run-time)
check for refinement progress between iterations that can shut down potential
infinite loops (by treating them as unknown result) [1]. Note also that for solver
issues (e.g., exceptions from the solver) we have different paths in some cases.

2 Strengths and Weaknesses

THETA currently targets ReachSafety and ConcurrencySafety with limited sup-
port for structs, arrays and pointers, and no support for dynamic memory al-
location, mutexes and recursion. Due to this, THETA fails for most tasks in
ProductLines, Recursive, Heap and Arrays. Out of the 6163 tasks, roughly 2/3
can be translated and there are 888 confirmed correct (541 safe, 347 unsafe), 116
unconfirmed correct, and only 15 incorrect (11 false positive, 4 false negative)
results [5]. Note that almost all unsupported cases are detected and reported as
an error, and we only have a few incorrect results due to subtle issues.

The main strength of the tool is the combination of algorithm selection (pick
algorithm based on input) and portfolios (try multiple algorithms until one suc-
ceeds). Out of the 1004 correct results, 315 could not be solved by the first
configuration that the portfolio tries: dynamic checks intervened for 181 internal
timeouts, 72 solver issues (e.g. wrong models), 19 non-progressing refinements,
and 74 other (unknown) faults before the eventual success.

Having a diverse portfolio also paid off. Bitvector and float arithmetic tasks
were either solved by explicit analyses (with a mixture of interpolation- and
Newton-based refinements) before even trying predicate configurations, or if ex-
plicit analyses failed, predicate configurations were unsuccessful too. The inte-
ger arithmetic required a more diverse configuration set: Predicate abstraction
solved roughly 48% of the tasks (45% Cartesian, 3% Boolean) and explicit anal-
ysis solved 52% (33% with empty precision, 19% with all variables tracked).

The SMT-LIB support provided a great improvement: previously we only
had Z3, which still dominates the integer cases. However, all of the bitvector
tasks were solved by MATHSAT, making Z3 an unused backup. With floats,
roughly half of the tasks were solved by MATHS AT, while the other half needed
CVC4 as backup. Since floats are reduced to bitvectors, we did not rely on Z3
based on poor performance in our preliminary experiments.

The most successful subcategories are BitVectors, ControlFlow, Loops, XCSP
(38-45% correct), mostly because they use features of C that our frontend sup-
ports well. We plan to mitigate the high number of timeouts in the future with
approximations (e.g. mixing integers and bitvectors), and further analyses (e.g.,
inferring loop invariants). We also have a significant amount of unconfirmed
results: we believe this can be improved by generating more compact witnesses.

This year THETA added support for sequential concurrency via a preprocess-
ing step: it yields an encoding where exploring all interleavings preserve inter-
thread behaviors. The analyses treat consecutive non-global memory accesses
as one atomic block, reducing the exploration of unnecessary total orders. A
drawback of using preprocessing for partial order reduction instead of an on-line



4 7s. Adam et al.

algorithm is the superfluous exploration of certain total orders, e.g., all inter-
leavings of independent global memory accesses will also be explored. This is
because such accesses might overlap with non-independent memory accesses at
other times, and the preprocessing step is not aware of such details.

Using a wrapper, THETA integrates concurrency seamlessly with the exist-
ing framework (abstract domains, refinements), except the error location-based
search [8] (used for non-concurrent cases) because the required distance metric is
not well defined in concurrent programs. Instead, we opted to use a breadth-first
search, which had outperformed depth-first strategies in preliminary tests. We
theorize that this is due to bugs being reachable within the first few instructions
most of the time, but only via a specific total order. The performance for con-
current programs is still limited though, and we plan to integrate a declarative
approach in the future, which could be used for weakly-ordered programs as well.

3 Tool Setup and Configuration

The competition contribution is based on THETA 3.0.0-svcomp22-v1.? Addition-
ally, THETA uses CVC4 v1.9, MATHSAT v5.6.6 and Z3 v4.5.0. The project’s
repository contains build instructions, but an archive can be found at the SV-
COMP repository? and Zenodo [2]. with pre-built binaries for Ubuntu 20.04
(LTS). The toolchain requires packages openjdk-11-jre-headless, libgompl
and libmpfr-dev to be installed. The entry point of the toolchain is the script
theta/theta-start.sh, which takes the verification task (C program) as its
only mandatory input and runs the portfolio. As additional arguments we use
—--portfolio COMPLEX --witness-only --loglevel RESULT. Further arguments
are described in the readme included with the binaries.

4 Software Project

THETA is maintained by the Critical Systems Research Group® of the Budapest
University of Technology and Economics with various contributors. The project
is available open-source on GitHub?® under an Apache 2.0 license.

Data Availability. The version of THETA used in this paper is available at [2].
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